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Gravitational-wave Detection and Noise Mitigation

• GWs detected from BBHs, BNS, NSBH sources by LIGO, 
Virgo, and KAGRA collaborations 

• It opens new era of observational astronomy, together 
with EM, so called ‘multi-messenger astronomy’ 

• GW detectors on Earth have enormous noises sources 
that affect to the detection of GWs - environmental and 
instrumental origins 

• Thus understanding and mitigating them are of great 
importance for successful GW signals — ‘Detector’s 
characterization’

LIGO-G1200500

“glitch”
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Why Glitch Studies in Gravitational Wave Detection?

• Glitch - transient noisy triggers that have nothing to do with gravitational wave signals caused by instrumental faults 
or environmental changes. 

• These are very harmful to detecting gravitational wave signals if they are around the event time - lowering the signal-
to-noise ratio (SNR). 

• They are also harmful to compute a false-alarm probability (FAP) since glitches with high SNR can generate significant 
background triggers with high SNR. Eventually, they increase the FAP for a certain event candidate. 

• Some glitches have similar shape and behavior to the chirp-like signals - raising FAP and lowering significance. (ex. blip transient) 

• For this reason, glitches in the gravitational wave data should be well-understood, mitigated, or removed if possible. 

• Detector’s characterization - understanding glitches and their origins in the viewpoint of the detector and its environment.
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Identifying noise sources

• GW channel, h(t) 

• 200,000 auxiliary channels - monitor 1) instrument behavior 2) 
environmental conditions 

  a) witness a broad spectrum of potential coupling mechanism 

  b) useful for diagnosing instrument faults and identifying noise correlation 

  - PEM (physical environment monitor) : monitor the local surroundings 
for potential disturbance that may affect GW channel - ground motion, optical 
table motion, magnetic field variation, acoustic disturbance, cosmic ray showers 
    * injection studies - in order to know the relationship between PEM and GW 
channels (by intentional stimulus)
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Figure 2: Noise coupling example: determining magnetic field coupling for a location at
LIGO-Hanford. The top panel shows the output of a magnetometer installed
in the corner station (see Figure B1) during the injection of a series of single
frequency oscillating magnetic fields at 6 Hz intervals (in red) and at a
nominally quiet time (in blue). The middle panel shows h(f) during this
test (in red) and during the same nominally quiet time (in blue). The heights
of the induced peaks in h(f) can be used to determine the magnetic coupling
(in m/T) at those frequencies, as shown in the bottom panel. The points
in the bottom panel above 80 Hz were determined in a di↵erent test with a
stronger magnetic field needed to produce discernible peaks in h(f). The green
points in the middle panel are an estimate of the contribution to h(f) from the
ambient magnetic noise during the nominally quiet time, calculated using the
coupling function from the bottom panel. Injection tests also induced strong
magnetic fields above 200 Hz. At higher frequencies, coupling was so low that
the injected fields did not produce a response in h(f), but were used to set
upper limits on the coupling function. This figure only shows data for one
(typical) location, but similar injections were repeated at all locations where
magnetic coupling might be of concern.
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Electronics room

Electronics room

Electronics room

Figure B1: The physical environment monitor (PEM) array at the Livingston
detector, as seen on http://pem.ligo.org [10]. Gray dashed lines enclose
instrumentation in separate structures: the corner station building located
at the vertex of the laser-interferometric detector, the two end stations
located at the end of the 4km detector arms, and the ‘vault’, which houses
PEM sensors away from all buildings to measure noise due to the external
environment. Purple dashed lines indicate rooms within structures, or spaces
just outside of structures. For example, the corner station and both end
stations have PEM sensors in electronics rooms containing computers that
sense and control the detector as well as PEM equipment mounted on a mast
on the roof. See [4, 6] for detailed description of the optical layout shown.

This kind of injection test should be 
performed in other locations throughout the 
detector site for radio, acoustic, and 
mechanical vibration sources



Potential noise sources
Uncorrelated noise: this contribution is well-estimated using time shifts 
 Anthropogenic noise - human activity in rooms / chambers, infrequent 
ground motion, noises from nearby locations  

 Earthquakes - 0.03~0.1Hz (higher if epicenter nearby)  
   * Majorly R-wave most likely impact the DQ - up-converted to high-f. : 
monitored by a network of seismometer at the site. 
 Radio Frequency (RF) modulation - faults in the 45MHz electro-optic 
modulator driver  can cause the 10-2000Hz CBC band noises : Data vetoed not 
analyzed 
 Blip transients - short transient noise btw 30-250Hz 
   - symmetric “teardrop” shape 
   - Unidentified yet 
   - contribute to most significant background triggers 
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yet been identified. As a result, there is currently no veto available to remove these
noise transients from the astrophysical searches. Blip transients contribute to
some of the most significant background triggers in both the unmodeled burst and
modeled CBC searches. The noise transient shown in Figure 3k is one example.
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Figure 3: A normalized spectrogram of the LIGO-Livingston h(t) channel at the time
of a blip transient. The color scale indicates excess signal energy of data
normalized by an estimated power spectral density.

The impact of noise sources on the astrophysical searches is discussed in
Section 5.2.

3.2. Correlated noise

Noise sources that may a↵ect both detectors almost simultaneously could potentially
imitate a gravitational wave event and would not be captured by time shifts in the
search background estimation.

Potential electromagnetic noise sources include lightning, solar events
and solar-wind driven noise, as well as radio frequency (RF) communication. If
electromagnetic noise were strong enough to a↵ect h(t), it would be witnessed with
high SNR by radio receivers and magnetometers.

Lightning strikes occur tens of times per second globally. They can excite
magnetic Schumann resonances, a nearly harmonic series of peaks with a fundamental
frequency near 8 Hz (governed by the light travel time around the earth) [16, 17].
However, the magnetic field amplitudes produced by Schumann resonances are of the
order of a picoTesla; too small to produce strong signals in h(t) (see Figure 2) [18].

Nearby individual lightning strikes can induce transient noise in h(t) via audio
frequency magnetic fields generated by the lightning currents. However, even large
strikes do not usually produce fields strong enough to be detected by the fluxgate
magnetometers at both detectors simultaneously.

Electromagnetic signals in the audio-frequency band are also produced by human
and solar sources, including solar radio flares and currents of charged particles
associated with the solar wind. The strongest solar or geomagnetic events during
the analysis period were studied and no e↵ect in h(t) was observed at either detector.

k The spectrograms shown in Figures 3, 10, and 13 are generated using a sine-Gaussian basis [15]
instead of the sinusoidal basis of a traditional Fast-Fourier Transform.
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6. Transient noise around the time of GW150914

The GW150914 event produced a strong gravitational wave signal in the Advanced
LIGO detectors that shows the expected form of a binary black hole coalescence, as
shown in Figure 10 [1, 36]. Immediately around the event the data are clean and
stationary.
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Figure 10: Normalized spectrograms of GW150914 in LIGO-Hanford (left) and LIGO-
Livingston (right) h(t) data with the same central GPS time. The data at
both detectors exhibited typically low levels of noise around the time of the
event; the signal, o↵set by ⇠7 ms between detectors, was recovered by a
matched-filter CBC search with a combined detector signal-to-noise ratio of
24 [1, 2], by the coherent burst search with a coherent network SNR of 20
[3], and by Omicron with a single-detector SNR of 12 in Hanford and 9 in
Livingston. The time-frequency morphology of the event is distinct from the
known noise sources discussed in Section 3.

Even though the routine data quality checks did not indicate any problems with
the data, in-depth checks of potential noise sources were performed around the time
of GW150914.

Potential noise couplings were considered from sources internal to the detector
and local to each site, as well as common, coincident sources external to the detectors.
All checks returned negative results for any pollution or interference large enough to
have caused GW150914.

Activities of personnel at the detectors, both locally and via remote internet
connections, were confirmed to have no potential to induce transient noise in h(t).
Because GW150914 occurred during the early morning hours at both detectors, the
only people on-site were the control room operators. Signs of any anomalous activity
nearby and the state of signal hardware injections were also investigated. These checks
came back conclusively negative [37]. No data quality vetoes were active within an
hour of the event. Rigorous checks of the data calibration were also performed [38].

The results of a key subset of checks intended to demonstrate nominal detector
performance, quiet environment behavior, and clean data quality around the event
are reported here.

not entering the room during taking data

monitored by arrays of accelerometers, seismometers, and microphones
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Figure 12: A blip transient in LIGO-Livingston strain data that produced a significant
background trigger in the CBC analysis in orange, and the best-match
template waveform (amplitude-scaled for comparison) in black, which
exhibits a few more low-SNR cycles but otherwise quite similar morphology.
The best-match waveform for the GW150914 signal, in gray, is quite
distinct from both the blip transient and the neutron-star-black-hole (NSBH)
waveform that most closely matches it, with more than 10 distinct cycles
shown and a significant increase in frequency over time. All three time series
have the same zero-phase band-pass filter applied.

This excess ground motion, shown in Figure 11, lasted for approximately three minutes
at multiples of about 14 Hz (28, 42, 56 Hz). During the second containing GW150914,
the largest disturbance detected by the seismometer (at ⇠56 Hz) was at least 30 times
too small to account for the amplitude of GW150914.

There was also excess noise in the Livingston input mode cleaner [6] that was
ruled out as a potential indication of noise that might mimic GW150914. This noise
had time-frequency morphology that was inconsistent with any potential coupling
mechanism. In particular, all power was below 8Hz and the noise duration was nearly
one second. Such a long transient would be unlikely to couple from the input mode
cleaner to h(t) with duration comparable to GW150914 (⇠ 200 ms).

6.4. Investigation of noise transients with similar morphology to CBC waveforms

Both detectors occasionally record short noise transients of unknown origin consisting
of a few cycles around 100 Hz, including blip noise transients, discussed in Section 3.
None have ever been observed to occur in coincidence between detectors and follow-
up examination of many of these transients confirmed an instrumental origin. While
these transients are in the same frequency band as the candidate event, they have
a characteristic time-symmetric waveform with significantly less frequency evolution,
and are thus clearly distinct from the candidate event.

To illustrate this, Figure 12 shows a blip transient that produced one of the most
significant CBC background triggers associated with blip transients (�2-weighted SNR
& 9; compare to Figure 7) during the analysis period and the neutron-star-black-hole
(NSBH) binary template waveform it most closely matched. Although these noise
transients do have significant overlap with regions of the CBC parameter space that
produce very short waveforms, such as very high total mass binaries with extreme
anti-aligned spins, they do not have a time domain morphology that matches CBC
templates with similar character to GW150914.



Correlated noise: noise sources that may affect both detectors almost 
simultaneously - potentially imitate a GW event: not captured by time shifts for the 
background estimation 

 Potential electromagnetic noise sources 
  - lightning strikes, solar events, solar-wind driven noise, RF communication 
  - if it is very significant, witnessed with high-SNR radio receiver and magnetometers 

  - global strikes cause Schumann resonance but the magnetic amplitude is an order 
of pico-Tesla (not affected in h(t)) 

  - nearby lightning strikes produce audio-frequency magnetic fields by lightning 
current (>hundreds of kA); affect h(t), detected by the magnetometers at the 
detectors 

- Electromagnetic fields in audio-frequency band generated by human and solar 
sources has no effect in h(t) at the detectors. 

 - Electromagnetic fields outside the audio-frequency band may be concerned 
because LIGO can be affected by the 9 and 45MHz RF modulations. 

Cosmic ray showers - no coupling between showers and h(t)
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CAGMon
• CAGMon is a glitch monitoring tool between channels using correlation scores 

• It is trigger-based and compute “Correlation Value” between GW and Aux. 
channels at a certain Trigger time 

• With these values, one finds which aux. channels among many channels 
proposed by ETGs are statistically involved with the correlation to the glitch in 
GW channel 

• For comparision, basic correlation algorithms are  
- Pearson’s R correlation : linear correlation measure 
- Kendall’s tau correlation : non-parametric linear measure by ranking  
- Maximal Information Coefficient : nonlinear measure 

• Correlation Matrix (TFCMap) at a given trigger time 
- Correlation information between GW and Aux Channels 
- Linear and Nonlinear correlation information

8

- Correlative Analysis Glitch Monitor



Pearson Product-moment Correlation Coefficient

• Definition
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 Interpretation of Pearson R Coefficient

0.70~ Very strong positive correlation
0.40~0.69 Strong positive correlation
0.30~0.39 Moderate positive correlation
0.20~0.29 Weak positive correlation
-0.19~0.19 No or negligible correlation
-0.20~-0.29 Weak negative correlation
-0.30~-0.39 Moderate negative correlation
-0.40~-0.69 Strong negative correlation

-0.70~ Very strong negative correlation

drawback for discriminating non-linearity

ρ =
∑n

i=1 (xi − x̄)(yi − ȳ)

∑n
i=1 (xi − x̄)2 ∑n

i=1 (yi − ȳ)2

cov. of x & y

std. of x & y



• Definition
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⌧ =
2(C �D)

n(n� 1)
C: # of concordant pairs 
D: # of disconcordant pairs

for two random variables, x and y,  
- if xi > xj  & yi > yj or xi < xj & yi < yj :concordant 
- if xi > xj & yi < yj or xi < xj & yi > yj: disconcordant 
tau has the value between -1 and 1.

tau Interpretation

0.5~1.0 
or -1.0~-0.5 Strong positive (negative) correlation

0.0~0.49 
or -0.49~0.0 Weak positive (negative ) correlation

0 No correlation

Kendall’s tau Correlation Score



• Definition
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MIC uses the mutual information score defined by

H(X)

H(X|Y)

H(Y)

H(Y|X)
I(X;Y)

H(X,Y)

I(X;Y ) =

Z

Y

Z

X
p(x, y) log

✓
p(x, y)

p(x)p(y)

◆
dxdy

1 Overview
In this supplemental, we achieve the following:

• We define MIC, the characteristic matrix, and our additional statistics, and discuss statistical signifi-
cance. (Section 2)

• We present our algorithm for approximating MIC. (Section 3)

• We discuss the methods used to generate our figures and analyze the datasets. (Section 4)

• We give instructions for how to use the MINE application. (Section 5)

• We formalize and prove the following statements: (Section 6)

– The MIC of data sampled from a distribution (X,Y ), where X and Y are continuous random
variables, converges to 0 as sample size grows if and only if X and Y are statistically indepen-
dent. (Theorem 1)

– The MIC of a noiseless functional relationship converges to 1 as sample size grows, provided the
function governing the relationship is nowhere-constant. (Theorem 3)

– More generally, the MIC of data sampled a finite union of images of nowhere-flat, nowhere-
vertical differentiable curves will approach 1 as sample size grows. (Theorem 4)

– For any nowhere-constant function, a set of points drawn from the curve defined by the function
and then vertically perturbed will receive an MIC that is lower bounded in terms of the amount
of perturbation, given a large enough sample size. Moreover, this lower bound can be stated in
terms of R2. (Theorem 5)

2 Materials and methods: main definitions
2.1 Definitions of MIC and the characteristic matrix
Given a finite set D of ordered pairs, we can partition the x-values of D into x bins and the y-values of D
into y bins, allowing empty bins. We call such a pair of partitions an x-by-y grid . Given a grid G, let D|G
be the distribution induced by the points in D on the cells of G; that is, the distribution on the cells of G
obtained by letting the probability mass in each cell be the fraction of points in D falling in that cell.

For a fixed D, different grids G result in different distributions D|G. To exploit this fact in defining MIC,
we first make the following definition.

Definition 2.1. For a finite set D ⇢ R2 and positive integers x, y, define

I⇤(D,x, y) = max I(D|G)

where the maximum is over all grids G with x columns and y rows, and I(D|G) denotes the mutual infor-
mation of D|G.

We can now define the characteristic matrix and the MIC of D in terms of I⇤.

Definition 2.2. The characteristic matrix M(D) of a set D of two-variable data is an infinite matrix with
entries

M(D)x,y =
I⇤(D,x, y)

logmin{x, y} .

Definition 2.3. The Maximal Information Coefficient (MIC) of a set D of two-variable data with sample size
n and grid size less than B(n) is given by

MIC(D) = max
xy<B(n)

{M(D)x,y}.

where !(1) < B(n)  O(n1�") for some 0 < " < 1.
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Characteristic Matrix

Maximum of Mutual information over all possible grid

Maximal Information Coefficient …

P(x1) … P(x3)

P(y1)

P(y3)
P(x2,y3)

y

x
x=3, y=3

Maximal Information Coefficient

Ref) Reshef, D. N.; Reshef, Y. A.; Finucane, H. K.; Grossman, S. R.; McVean, G.; Turnbaugh, P. J.; Lander, E. S.; Mitzenmacher, M.; 
Sabeti, P. C. (2011). "Detecting Novel Associations in Large Data Sets". Science. 334 (6062): 1518–1524

https://en.wikipedia.org/wiki/Gilean_McVean
https://en.wikipedia.org/wiki/Eric_Lander
https://en.wikipedia.org/wiki/Pardis_Sabeti
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3325791


Mutual information
Probability of a box = # of data points in that box
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Mutual information

0.0558

-0.00244 -0.00912 0.0144

-0.0231 -0.0223

-0.03360.0304 0.0134 =    0.153++

+

+

++

++

Computing MIC: Simple Example



13

Comparison: Pearson R vs. MIC For linear relationship,

MIC ~ (Pearson r)2



CAGMon: Feasibility Test
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Question: 
GPS(sec+ms) 9xxxxxxx.xxx 516.0 SNR 0.0 signf 11.006
ChName signf dt dur freq npts

AuxCh1 8.775 -0.073 0.003 1352.3 711.0
AuxCh2 9.483 -0.063 1.862 269.8 966.0
AuxCh3 14.982 0.031 0.85 32.7 40.0
AuxCh4 8.222 0.046 0.103 32.6 9.0
AuxCH5 29.763 0.0 1.357 34.0 46.0
AuxCh6 31.797 0.0 1.59 34.0 46.0
AuxCh7 54.079 -0.016 1.482 34.0 46.0
AuxCh8 13.848 -0.016 0.264 34.0 32.0
AuxCh9 53.882 -0.016 1.41 34.0 49.0
AuxCh10 10.752 0.015 0.331 32.0 55.0
AuxCh11 18.932 -0.016 0.746 41.2 102.0

At a given trigger time, 
ETG finds that 
the trigger in GW channel  
has timing-coincidence 
with triggers in 11 auxiliary channels

Q) How many triggers in those channels are statistically related to the glitch in the 
GW channel from the viewpoint of data correlation? 
Furthermore, can we detect a nonlinearity for computing MIC between channels?



Trigger-based Analysis Scheme
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Trigger Time (0.25 sec)

Aux 
CH1 
f_CH1
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CH2 
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Aux 
CH3 
f_CH3

DARM_ERR
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Trg_Time
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[      ,      ]
Pearson R 
Kendall tau 
MIC

DARM_ERR AuxCh

CAGMon : Trigger-based Multi-channel Correlation Analysis

0.25 sec

O
m
ic
ro
n	
Tr
ig
ge
rs
:

Check the 
instrumental 
components that 
is responsible for 
this suspecting 
channel by 
Detector 
operators

high score

Omicron	generates	11	aux.	channel	triggers	in	32-4096	Hz

GPS(sec+ms) 959167951.0 516.0 SNR 0.0 signf 11.006
ChIndx ChName signf dt dur freq npts
48 L0_PEM-LVEA_MIC 8.775 -0.073 0.003 1352.3 711.0
72 L1_OMC-ASC_POS_X_IN1_DAQ 9.483 -0.063 1.862 269.8 966.0
86 L1_OMC-QPD4_P_OUT_DAQ 14.982 0.031 0.85 32.7 40.0
87 L1_OMC-QPD4_Y_OUT_DAQ 8.222 0.046 0.103 32.6 9.0
153 L1_ASC-ITMX_P 29.763 0.0 1.357 34.0 46.0
155 L1_ASC-ITMY_P 31.797 0.0 1.59 34.0 46.0
168 L1_ASC-WFS3_IP 54.079 -0.016 1.482 34.0 46.0
169 L1_ASC-WFS3_IY 13.848 -0.016 0.264 34.0 32.0
170 L1_ASC-WFS4_IP 53.882 -0.016 1.41 34.0 49.0
183 L1_LSC-PRC_CTRL 10.752 0.015 0.331 32.0 55.0
187 L1_LSC-REFL_Q 18.932 -0.016 0.746 41.2 102.0

• select	channels	with	corr.	value	>	0.25			(>	mild	correlation)



GPS(sec+ms) 959203889.0 812.0 SNR 0.0 signf 25.918
ChIndx ChName signf dt dur freq npts
58 L1_ISI-OMC_CONT_RY_IN1_DAQ 8.409 0.04 0.011 344.8 228.0
79 L1_OMC-QPD1_SUM_OUT_DAQ 647.327 -0.093 6.28 80.7 1893.0
84 L1_OMC-QPD3_P_OUT_DAQ 607.505 -0.046 2.983 100.2 984.0
85 L1_OMC-QPD3_Y_OUT_DAQ 673.485 -0.099 2.14 151.7 984.0
86 L1_OMC-QPD4_P_OUT_DAQ 754.049 -0.042 2.328 195.9 982.0
145 L1_TCS-ITMX_PD_ISS_OUT_AC 8.822 -0.007 0.02 70.4 49.0

Omicron	generates	6	aux.	channel	triggers	in	32-4096	Hz

• select	channels	with	corr.	value	>	0.25			(>	mild	correlation)
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Trigger-based Analysis Scheme: Nonlinear Example



Time-Series Analysis Scheme
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Scattered Plot

L1, H1 Raw Data

Find data at GPS Time 
Segment

Extract all auxiliary channels 
& GW channel data

stride stride stride stride stride

Aux 
Ch1

Aux 
Ch2

Aux 
Ch3

Aux 
Ch4

Aux 
Ch5

Compute MIC, PearsonR, and 
Kendall’s tau Correlation Matrix



Time Series Monitoring
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ASC (Alignment Sensing Control) Channels - nonlinearity



LIGO’s Noise Hunting
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Strong Correlation between PCAL & GW channels, 
suspecting that it could be responsible for 
the noise during this observation period

Coherence Analysis fig by YMK



e-CAGMon Tool: Goal and Workflow

• Identifying (non-)linear association with GW channel 
and other auxiliary channels that monitor the 
environment / instrumental disturbance 

• 200,000 aux. channels in LIGO/Virgo - wind, 
acceleration, seismic vibration, temperature, 
magnetic fields etc 

• Use three correlation measures: Pearson’s correlation 
coefficient (PCC), Kendall’s tau coefficient (K-tau) / 
Maximal Information Coefficient (MIC)

start

read initial config

fetch and load t-series 
data

verify data 
flawness

data pre-processing

matched 
sampling freq.

compute PCC, K-tau, 
MIC

post-processing/ 
compute statistic

generate plots / build 
result page

end

zero array 
padding

resampling

ρ(x, y) =
∑ (xi − x̄)(yi − ȳ)

∑ (xi − x̄)2 ∑ (yi − ȳ)2

τ(x, y) =
(c − d)

nC2

MICe(x, y, α, c) = max
ab<B(n)

{max I[*](S, k, l)
log2 min(k, l) }

I(x; y) = ∑
x,y

pxy(x, y)log
pxy(x, y)

px(x)py(y)
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e-CAGMon Tool: Code Test
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‣ Practical issues while computing and interpreting the MIC: 

1. How is the MIC value differently varied under the different types of background noises in data? 

2. What is the reliable sampling rate and data size? How do they influence the computing cost? 

3. When we handle the data from multi-channel devices with different sampling rates, does the resampling 

process affect MIC results? If so, what is the best way of resampling to obtain a reliable MIC score? 

‣ EX) For any two random variables, the correlation should vanish,  

but MIC does not, depending upon the sample size  

 at least 12,000 sample size recommended →
Optimizing  {α, c}

e-CAGMon Tool: MIC Parameter Optimization
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‣ Functionally associated two data samples: 

e-CAGMon Tool: MIC Parameter Optimization

‣ Null hypothesis:  

‣ Alternative hypothesis:  

‣ Given parameters of  

 

which are greater than an element of the set for the null 

hypothesis. 

‣ The statistical power  defined as the ratio between the # of 

true positive samples and the # of alternative samples: 

 

‣ Computing cost of MICe: 

H0

H1

ϵ = (α, c) in MICe(X, Y, ϵ)

S5%
1 (ϵ) ≡ {MICe(X(t), Y(t), ϵ) > D95%

0 (ϵ)}, where D95%
0 (ϵ) ∈ S95%

0 (ϵ)

𝒫MICe

𝒫MICe(ϵ) ≡
N[D5%

1 (ϵ)]
N1

, where D5%
1 (ϵ) ∈ S5%

1 (ϵ) .

𝒪(c2B(N)5/2) = 𝒪(c2N5α/2)

Y. Chen, Y. Zeng, F. Luo, and Z. Yuan, PLoS 
One 0157567, 1 (2016). 

Y(t) = F(X) + (RND(n,1) − 0.5) × 𝒩 × ℛ

functional relation 
in the table random  

noise n in [0,1]
: range of Fℛ

Relative weight 
of noise amplitude

Reshef YA, Reshef DN, Finucane HK, Sabeti PC, 
Mitzenmacher M. “Measuring Dependence 
Powerfully and Equitably”, Journal of Machine 
Learning Research 2016;17(211):1–63. 

23



e-CAGMon Tool: MIC Parameter Optimization - Statistical Power
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e-CAGMon Tool: MIC Parameter Optimization - Statistical Power
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e-CAGMon Tool: MIC Parameter Optimization - Heatmap under AUPC
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e-CAGMon Tool: MIC Parameter Optimization - Heatmap under AUPC
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e-CAGMon Tool: MIC Parameter Optimization - MaxAUPC vs. MinComCost
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Averaged AUPC



e-CAGMon Tool: MIC Parameter Optimization - MaxAUPC vs. MinComCost
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e-CAGMon Tool: MIC Parameter Optimization - MaxAUPC vs. MinComCost

30
Averaged AUPC



e-CAGMon Tool: MIC Parameter Optimization - MaxAUPC vs. MinComCost
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e-CAGMon Tool: MIC Parameter Optimization

PTEP2022, 073H01 (2022)
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e-CAGMon Tool: MIC Parameter Optimization

PTEP2022, 073H01 (2022)
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Application to GW Data I : Lightning Strokes

T. Washimi et al. JINST 16 P07033 (2021)

PRD 106, 042010 (2022)
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Application to GW Data II : Air Compressor Noises

• Correlated peaks with a 
harmonic f=26.5Hz in 
2.58hours/day 

• New discovery in KAGRA — 
should be handled for noise 
mitigation

PRD 106, 042010 (2022)
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Application to GW Data III : Gravity Gradient Noise from Winds

• Strong winds found in day 
time (9AM-7PM) between 
valley of IKENO Mt. 

• PEM MIC channels are 
affected by this wind effects 
in the  underground 
facilities 

• Strong non-linear 
correlations between MIC-
GW channels

PRD 106, 042010 (2022)
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Application to GW Data III : Scenario & Simulation

- Low sound pressure level at deep inside the tunnel 
- Seismic vibration propagates to the tunnel, then excites the 

acoustic pressure level 
- 2D simulation (RHS) coincides with the acoustic noise 

measurement in the tunnel of the X-arm

PRD 106, 042010 (2022) 36
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Application to GW Data III : Scenario & Simulation

PRD 106, 042010 (2022)37



‣ Let us consider a periodic potential in one-dimensional 
space:  

then, Bloch’s theorem: the solution to the Schrödinger’s eqn, 

 

can be taken to satisfy the condition:  
for some constant 

V(x) = V(x + a)

−
ℏ2

2m
d2ψ
dx2

+ V(x)ψ = Eψ

ψ(x + a) = eiKaψ(x)
K

D. J. Griffiths, ‘Introduction to Quantum Mechanics’

Mitigation of Low-Frequency Noise by using Bandgap Engineering

‣ At ,  must be continuous, then: 
1)  

‣ And for the derivatives,  

 

2)  

Combining 1) and 2) gives: 
 

Let , then 

 

x = 0 ψ

B = e−iKa[A sin(ka) + B cos(ka)]

lim
ϵ→0 ( dψ

dx +ϵ
−

dψ
dx −ϵ ) =

2mα
ℏ2

ψ(0)

→ kA − e−iKa[kA cos(ka) − kB sin(ka)] =
2mα
ℏ2

B

cos Ka = cos ka +
mα
ℏ2k

sin ka

z ≡ kz, β ≡
mαa
ℏ2

f(z) ≡ cos(z) + β
sin(z)

z
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forbidden: band gap

allowed solution

Ek =
ℏ2k2

2m
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soil

structural steel

• Solid Mechanics:

• Eigenvalue Equation on irreducible Brillouin zone (IBZ):

∇2uz +
ρ
𝔪

ω2uz = 0

ρ
∂2u
∂t2

= Fv − ∇X ⋅ PT  is the 1st Piola-Kirchhoff stress tensor

 is the deformation gradient

P
F

 : Lame constant𝔪

Eigen value problem on IBZ: 2D bandgap structure
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Eigen value problem on IBZ: 2D bandgap structure
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structural steel beams

Eigen value problem on IBZ: 3D bandgap structure
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Eigen value problem on IBZ: 3D bandgap structure
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Eigen value problem on IBZ: 3D bandgap structure
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Eigen value problem on IBZ: 3D bandgap structure
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Eigen value problem on IBZ: 3D bandgap structure



1
ρc2

∂2p
∂t2

+ ∇ ⋅ (−
1
ρ

(∇p − sd)) = sm,

n ⋅ (−
1
ρ

(∇p − sd)) = − n ⋅ ··u, FA = pn

Eigen value problem on IBZ: Realistic Case of KAGRA Detector

46

ρ
∂2u
∂t2

= Fv − ∇X ⋅ PT

 is the 1st Piola-Kirchhoff stress tensor

 is the deformation gradient

P
F

• Solid Mechanics:

• Inhomogeneous Helmholtz eq:

• Boundary condition on solid & air surface



Eigen value problem on IBZ: Realistic Case of KAGRA Detector

47

Microphone Ch. Seismic Ch.

Vibration Isolation Ch. Wind meter



Conclusions
• CAGMon Tool presents a reliable correlation index between two channels 

• In particular, it provides a non-linear correlation measure by computing MIC 

• The optimal parameter selection method of MIC was provided empirically by testing some datasets under various noise backgrounds (Jung et 
al., PTEP2022) 

• We discovered some interesting correlations by applying this tool to GW Data: (Jung et al., PRD2022) 
1) Confirmed magnetic field transients from lightning strokes 
2) Found new periodic noises originating from air compressors  
3) Found glimpse of gravity gradient and acoustic noises from strong winds, in particular, dominant in the Y-arm tunnel 

• This tool can be utilized for identifying and understanding the association and causal relationship between the GW channel and the 
environmental channels of GW detectors. 

• The noise found in the KAGRA wind meter and PEM channels can be removed by using bandgap engineering, which can be verified by the 
multiphysics simulation at a certain condition. This method can be applied to the next-generation GW detector’s noise mitigation. (JJOH, 
PTEP2023)
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Prevent a sudden lockloss of the interferometer 
caused by 
• nearby earthquakes 
• anthropogenic activities (traffic etc) 
• collective up-converting effect of gravity gradient noises 
- this will enhancing the DataQuality by reducing low 

frequency noises 
- no lockloss by transient seismic vibrations (continuous 
observation) 

Cosmic Explorer, Einstein Telescope etc

1~3Hz - earthquake band

0.1-1Hz - microseism band

Seismic 
Wave

Seismic 
Wave
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Conclusions
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Thank you
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